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投资要点

• 焦点：ChatGPT带火AIGC，Open AI引领技术和生态。2022年11月，由OpenAI开发的聊天机器人ChatGPT推出并席卷了整个行业，其引入人类反馈

的强化学习和监督学习训练方法，具备优秀的聊天对话、文案创作、代码编写等功能，且得到了微软的倾力支持，成为史上用户增长最快的消

费应用。聚焦国内，百度在大模型领域积累深厚，总体水平处于行业前端，其创新性引入大规模知识图谱，模型性能得到大幅提升，公司近期

宣布其“文心一言”产品将于2023年3月完成内测并面向公众开放，下游关注度极高，目前已经得到新闻传媒、互联网、金融等多个行业客户的

广泛支持。

• 变革：AIGC与人更为神似，模型和数据是主要助力。AIGC实现了从分析内容到创造生成新内容的跨越，而模型、数据集、算力、应用是催生AI

技术新范式的重要因素。在模型方面，Transformer预训练大模型为生成式AI带来了里程碑式飞跃，其中OPENAI发布的GPT系列大模型掀起AIGC热

潮，尤其是ChatGPT火爆出圈。在数据集方面，数据量、多样性、数据质量是训练数据集的关键要素。

• 市场：大模型需要大算力，推动AI服务器市场增长。大模型的实现需要十分强大的算力来支持训练过程和推理过程，根据OPENAI数据，训练

GPT-3 175B的模型，需要的算力高达3640 PF-days。ChatGPT的训练成本和推理成本高昂。我们认为，随着模型的迭代和AI芯片厂商产品的迭代，

ChatGPT的训练成本和推理成本未来必将呈现下降趋势。但一次训练百万美元量级的训练成本和每天百万美元量级的推理成本，随着全球和中国

人工智能厂商布局大模型，大模型将为全球和中国AI芯片和AI服务器市场的增长提供强劲动力。根据我们的估算，大模型将为全球和中国AI服务

器市场带来约910.44亿美元和345.50亿美元的市场空间。市场空间巨大，相关芯片和服务器厂商将深度受益此次ChatGPT浪潮。

• 应用：行业将逐步回归理性，能否突破需要看B端。未来2-3年是行业应用落地的关键时段，AIGC在经历了近期的炒作热潮结束之后，预计将经

历一段下沉期，市场趋向理性。期间，AIGC需要加快教育和融入市场，培育产品和应用。其中，B端是AIGC含金量最大的市场，AIGC需将技术转

化成工具和解决方案，为企业和行业赋能。其中，文本、图像生成以及类聊天机器人等产品在B端都有较大应用潜力，游戏、金融和快消等市场

有望率先取得进展。

• 投资建议：近年来AIGC的算法、数据质量等要素有着显著提升，文本、图片/视频、代码等技术能力快速发展，在客服、营销、游戏等赛道都显

示出非常强的应用潜力。伴随着chatGPT的催化，国内AIGC产业链也将迎来空前的市场机会。算法方面，预计今年国内龙头AI厂商有希望推出能

力接近chatGPT的产品；算力是短板，由于供应链的问题，我国高端训练芯片供给可能面对较大的压力，AI算力不足的问题可能显现，相关设备

研发和基础设施建设企业可能继续受益。同时，AIGC新技术也会带来新的安全挑战，国产安全厂商也将受益。强烈推荐启明星辰，推荐科大讯

飞、金山办公、中科曙光、浪潮信息、紫光股份等；关注AI厂商后续发展机会，如云从科技、海天瑞声、云天励飞（待上市，已同意注册）。

• 风险提示：1）技术落地可能不及预期。2）来自监管和版权方面的风险。3）国内AI供应链断裂的风险。
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焦点：凭借AIGC爆款应用ChatGPT，Open AI强势出圈

2022年11月30日，由OpenAI开发的聊天机器人ChatGPT推出并席卷了整个行业，短短5天，注册用户数就超过100万，仅

两个月月活用户数已经破亿。2023年1月，全球每天约有1300万独立访问者使用ChatGPT。ChatGPT拥有强大的语言理解

和文本生成能力，能够很好地支持聊天对话、代码撰写、文案创作等任务。

与之前的AI聊天机器人相比，ChatGPT能够理解上下文并给出合理的回复，对话连续性大幅提升，可以称为人工智能发

展史上的划时代产品。凭借着ChatGPT的成功，Open AI成为全球AI行业关注的焦点。

 各软件用户数达到100万所用的时间  ChatGPT写诗、评论和代码生成等样例

资料来源：Statista、百度百科，平安证券研究所
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OPEN AI：GPT模型技术领先，ChatGPT发布引发变革

 AIGC(AI Generated Content)是人工智能生成内容，也称为生成式AI，涉及无监督和半监督学习算法，能够使计算机用先前创建的内

容（诸如文本、音频、视频、图像和代码等）来生成新的内容，以此响应用户输入的提示语。

 OPEN AI是全球领先的AIGC公司。OPEN AI成立于2015年，其最初定位为“非盈利性研究机构”，2018年，OPAN AI发布了GPT-1模型，

2019年，公司改制为“有上限的盈利性机构”，并于同年发布GPT-2模型；2022年3月，OPAN AI发布InstructGPT模型；2022年11月，

OPEN AI发布ChatGPT。此外，公司还拥有自然语言转图片的应用DELL E2。

资料来源：百度百科，平安证券研究所
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OPEN AI
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开放人工智
能应用接口
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发布
GPT-1

发布
GPT-2

微软投资
OPAN AI 10亿美元

发布
GPT-3

发布
Universe

发布Proximal
Policy Optimization算法

发布
OPEN AI宪章

发布
DELL E2

研究人工神经网络
中的多模式神经元

ChatGPT
月活用户超1亿

发布
ChatGPT

发布
InstructGPT

 OPEN AI发展历程
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OPEN AI：微软持续提供资金、算力和生态支持，助力成就爆款

 微软高度重视人工智能领域，在资金投入、计算资源、应用开发等方面与OPEN AI形成了密切的合作关系，两者优势互补、合作共赢。

 资金投入：2019年，微软向OPEN AI投资10亿美元；2021年，微软再次向OPEN AI投资，数额未披露；2023年1月，微软宣布将通过一

项花费数年、数十亿美金的投资深化与OPEN AI的合作，根据美国财富杂志信息，该投资可能高达100亿美元。

 计算资源：微软Azure是OPEN AI的独家云供应商，且微软将加大在超级计算机方面的投资以支持OPEN AI的发展，同时OPEN AI也可以

反哺增强微软Azure的AI能力，两者能够很好的合作共赢。

 应用开发：2月8日，微软推出基于OPEN AI模型的Edge浏览器和Bing搜索引擎，且微软表示未来所有产品将全线整合ChatGPT，包括

Office三件套、Azure云服务、企业定制版产品等。

资料来源：美国财富杂志，平安证券研究所

Azure

超级计算机

OPEN AI
赋能

Microsoft

计算资源 软件应用

 OPEN AI与微软在计算资源、应用开发方面的合作关系 微软投资OPEN AI历史

2019 2021

Microsoft

Open AI

2023

10亿$ 未披露 数十亿$投资
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百度：文心大模型国内全面领先，有望打造成国产ChatGPT

2019 20232020 2021 2022

发布
ERNIE1.0模型

发布ERNIE3.0模型，
构建通用语义表示和
任务语义表示框架

发布鹏城-百度文心大
模型,为全球首个知识
增强型千亿级模型

应用至
百度搜索业务

发布
ERNIE3.0 Zeus模型

发布ERNIE2.0模
型,提出持续学习
语义理解框架

将推出
“文心一言”

 百度在大模型领域拥有较强的技术实力和平台积累，其文心大模型总体位于行业前列。2019年3月，百度首次发布预训练模型ERNIE 

1.0，之后针对大模型的技术创新与产业应用持续发力，目前已经实陆续实现了一定程度的突破：2021年，百度发布最新版大模型

ERNIE 3.0；2022年，百度发布鹏城-百度文心大模型，其参数规模达到2600亿，较GPT-3参数量高50%；2023年2月，百度宣布其最新

的大模型“文心一言”将于三月份完成内测，并面向公众开放。

 根据IDC对国内大模型市场的评估，百度文心大模型在产品能力、应用能力、生态能力等方面处于全面领先的业界地位。

L1

L2

L3

L1

L2

L3

L1 L2 L3 L4

L4

应用能力

生态能力

产品能力

百度文心大模型

平均分

注：目前尚未有厂商在产品能力和生态能力方面达到L5，
应用能力尚未有厂商达到L4

 中国大模型市场2022年评估结果-百度文心 百度文心大模型发展历程

资料来源：百度，IDC，平安证券研究所
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百度：创新性引入大规模知识，文心大模型性能大幅提升

资料来源：百度，ERNIE 3.0: LARGE-SCALE KNOWLEDGE ENHANCED PRE-TRAINING FOR LANGUAGE UNDERSTANDING AND GENERATION，消费日报网，平安证券研究所

 ERNIE3.0框架结构 百度文心大模型全景图

 百度文心大模型拥有NLP、CV、跨模态、生物计算等大模型组合，具有产业级和知识增强两大特点。文心大模型源于产业、服务于产

业，可以满足真实场景中的诸多应用需求，真正发挥大模型驱动AI规模化应用的产业价值；文心大模型在海量文本数据的基础上引入

大规模知识图谱，促进了结构化知识和无结构化文本之间的融合与共享，模型能力大幅提升。

 2021年百度发布了ERNIE3.0模型，首次在百亿级预训练中引入了大规模知识，模型学习效率和可解释性大幅增强。框架方面，ERNIE 

3.0模型框架分为“通用表示” 和“任务表示”两层，同时具备语言理解和语言生成两种功能；性能方面，ERNIE 3.0刷新了54个中

文NLP任务基准，且其英文模型在复杂语言理解任务评测中超过了人类水平0.8个百分点。
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百度：“文心一言”生态建设取得进展，具备商用拓展潜力

 文心NLP大模型面向语言理解、语言生成等场景，具备超强的语言理解、对话生成、文学创作等能力。文心NLP模型将大数据预训练与

多源丰富知识相结合，通过持续学习，不断吸收海量文本数据中词汇、结构、语义等方面的新知识，实现模型效果不断进化。

 “文心一言（英文名：ERNIE Bot）”是百度基于文心大模型技术推出的生成式对话产品。2023年2月7日，百度宣布将于2023年3月份

发布“文心一言”，目前已经有大量下游客户参与文心一言的生态建设，行业覆盖面广泛，包括新闻、传媒、互联网、家装、汽车、

金融等，其中新闻传媒业积极性最高，反映出“文心一言”这类AIGC产品将给媒体创作类行业带来巨大影响。在2023 AI+工业互联网

高峰论坛上，百度智能云宣布“文心一言”将通过百度智能云对外提供服务，率先在内容和信息相关的行业和场景落地。

资料来源：百度，平安证券研究所

 文心NLP大模型  “文心一言”生态合作伙伴
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改变：AIGC实现了从分析预测到生成创造的跨越，AI开始更像人

 AIGC为人工智能技术带来技术变革。相比于之前的分析式AI，AIGC不再局限于分析已有数据的规律，而是实现了从分析内容到创造生

成新内容的跨越，让AI更像人。事实上，早在2014年，随着一种深度学习架构生成对抗网络（GAN）的出现，生成式AI就开始流行。

但近年来，生成式AI在模型、数据、算力都大幅度提升和改进，行业进入爆发期，其中模型的演进影响最为深远。

 NLP发展历程

资料来源：腾讯研究院、CSDN，平安证券研究所

2015年，基于流的生成模
型(Flow Based)；扩散模

型(Diffusion)
2021年，CLIP模型

2012年，卷积神经网络
AlexNet

2013年，变分自动编码
（VAE）

2020年，神经辐射场
（NeRF)

2017年，
Transformer模型

2014年，生成对抗网络
（GAN）

2015年，深度残差网络
（ResNet)
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突破|模型：预训练大模型Transformer助力，AIGC实现里程碑式飞跃

 预训练大模型为生成式AI带来里程碑式飞跃。2017年Transformer架构的出现改善了循环神经网络(RNN)的局限性，标志性特征是采用

了self-attention机制，可为输入数据的各部分分配不同权重，支持GPT-3和LaMDA等大型语言模型(LLM)。Transformer模型可并行训

练，使GPU性能改善所带来的模型训练效果显著提升，同时可以通过不断增加模型参数量以及预训练使用的数据量来提升模型性能。

 大模型（又称基础模型）可经过海量、多样化数据（通常无标注文本）的预训练，再针对广泛的下游任务进行微调或适应。针对不同

的任务和应用场景，只需要将大模型迁移学习到下游任务即可实现，避免了传统NLP技术需要从头开始训练下游任务的痛点。

 模型所需参数量变化趋势  训练大模型“预训练+精调”模式

资料来源：Google《Attention is All you Need》、CSDN、IDC&百度 ，平安证券研究所

 Transformer模型架构
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突破|模型：Transformer衍生出三类模型，打下生成式AI算法的基础

 深度神经网络结构升级引发AIGC技术开发新范式，各类预训练模型层出不穷，可用于NLP（诸如GTP-3)、CV(诸如Florence）或多模态

领域（诸如Stable Diffusion） 。

 以Transformer架构为基础衍生出的典型预训练语言模型大致可以分为三类：1）Encoder模型（以BERT为代表）：又称自编码模型，适

用于内容理解任务，例如需要理解输入语义的任务，例如情感分析；2）Decoder模型（以GPT为代表）：又称自回归模型，适用于生成

式任务，例如文本生成；3）Encoder-Decoder模型（以T5为代表）：又称 Seq2Seq模型，通常用于需要内容理解和生成的任务，例如

翻译。

 Transformer模型系列分类

 资料来源： arxiv.org、CSDN，平安证券研究所

 Transformer模型家族时间轴
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突破|模型：GPT系列大模型演进和应用较快，最终掀起AIGC热潮

 Transformer三条路线中，GPT模型进展较快：2018年，由OpenAI提出的生成式预训练模型GPT诞生，提出了半监督学习方法，即通过

“预训练+微调”的方式让模型通过大量无标注数据学习，从而缓解人工标注数据有限的问题；2019年，GPT-2去除finetune，参数量增

加，采用zero-shot（零样本）学习，模型的泛化能力提升；2020年，GPT-3采用few-shot（小样本），并将训练参数又提升两个数量级，

模型准确率和性能再次提升；2022年，InstructGPT在GPT-3基础上采用奖励机制，通过人为标注和强化学习的方法提升模型输出结果的

真实性、无害性和有用性，13亿参数版本实现了比1750亿参数版本GPT-3更好的模型性能。

 GPT系列模型比较

资料来源： 知乎、arxiv.org，平安证券研究所

AI模型 发布时间 模型层数 词向量维度 数据量 参数量 说明

GPT 2018.6 12 768 约5GB 1.17亿 无监督预训练模型+有监督微调

GPT-2 2019.2 48 1600 40GB 15亿
无监督预训练模型，去除GPT的微调,架构上改进（将层归一化移动到每个子层
的输入并在最终的自注意力块后增加一层归一化，将上下文窗口大小从512增
加到1024）

GPT-3 2020.5 96 12888 45TB 1750亿
无监督预训练模型，参数量相比GPT-2提升两个数量级，架构上优化（将上下
文窗口大小从1024增加到2048，采用交替密度和局部带状稀疏注意模式）

InstructGPT 2022.3 13亿 从预训练的GPT3模型开始，并在有监督微调后通过强化学习加入奖励模型机制

GPT-3.5
GPT3.5系列包括一系列诸如Davinci-003等模型，它们是在InstructGPT的基础
上构建的

ChatGPT 2022.11
ChatGPT采用GPT3.5（又名GPT3 Davinci-003）预训练模型，并使用RLHF微调，
这与InstructGPT中大致相同，但在数据收集方面略有不同。ChatGPT也不仅只
是个模型，因为它包括类似于BlenderBot3的内存存储和检索的扩展。
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突破|模型：文本、图像生成是起点，多模态生成也正在兴起

 ChatGPT建立在GPT-3.5大语言模型 (LLM)系列之上，并通过监督学习和强化学习技术进行了微调，引入基于人类反馈的强化学习机制

（Reinforcement Learning from Human Feedback，RLHF）。ChatGPT能完成问答、诗歌创作、代码编写、文案写作、翻译等，接近

真实人类的思维方式，在生成效果上取得重大突破。

 除了文本、代码生成之外，图片、视频甚至是图文多模态模型也都开始应用，而且应用规模将大幅增加。多模态大模型能够实现文本、

语音、图像、视频等各种模态之间的融合和内容形式生成。例如，OPENAI开发的CLIP模型可同时将文字和图片相匹配。

 RLHF强化学习原理步骤

资料来源：Hugging Face，平安证券研究所

 基于CLIP的对比图文多模态预训练
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突破|数据集：数据量、多样性、数据质量是关键要素

 语料库的数据量、多样性、数据质量成为训练数据集的关键要素。GPT使用了包含7000本书的BookCorpus数据集；GPT-2则收集了更加广

泛、数量更多的语料组成数据集，包含800万篇Reddit上高赞的文章网页，大小为40GB，Reddit上的数据会包括各个领域，所以既保证

了数据质量、数量又保证了数据的多样性; GPT-3则采用了5种语料库（5000亿tokens），大小增至45TB；InstructGPT的预训练和GPT3

相同，但用标注数据和提示语进行了微调和优化，OPENAI雇佣了40名标注人员（labeler）且进行了培训，通过指示学习构建训练样本

来训练奖励模型，最后通过奖励模型的打分排序来指导强化学习模型的训练。

 GPT系列模型数据集概览

资料来源：知乎、arxiv.org，平安证券研究所

GPT

 语料库：BookCorpus数据集

（7000本书）上的无监督预训

练，在几个特定任务数据集上

有监督微调，包括SNLI 、

RACE、Quora等

 数据量：5GB

 语料库：WebTex（包含800

万个Reddit上高赞的文章网页）

 数据量：40GB

 语料库：500B tokens 包含

Common Crawl (410B), 

WebText2 (19B), Books1 (12B), 

Books2 (55B),Wikipedia (3B)

 数据量：45TB

 语料库： 预训练同GPT3语料库，

但用标注数据和提示语进行了

微调和优化

 SFT 数 据 集 包 含 13K 的

prompts;RM数据集包含33K的

prompts;PPO数据集包含31K

的prompts。总共77K的数据中

涉及人工标注的有46K左右。

GPT-2 GPT-3 InstructGPT
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突破|数据集：增加数据集采样频率且加入人工标注，数据质量提升

 OPENAI发现Common Crawl虽然包含一万亿个词，但未经过滤或轻微过滤的版本数据质量偏低。鉴于此，他们参照高质量语料将

CommonCrawl的45TB数据压缩过滤到570GB，并且添加了几个高质量的精选语料库（如Wikipedia）。

 值得注意的是，为了得到更高质量的训练数据，数据集不是按其大小成比例采样，而是质量更高的数据集被更频繁地采样。而

InstructGPT与GPT-3最大的区别在于引入RLHF，训练SFT、RM、PPO模型的数据集既有来自API用户的，也有来自标注人员的。其中

SFT、RM的prompts来自于在线API上的用户使用数据以及标注人员标注的数据，PPO则全都是从API数据中采样的。虽然人类标注只

有46K，但是InstructGPT对于没见过的prompt依然有较好的泛化能力。

 GPT3模型数据集

资料来源：OPENAI，平安证券研究所

 InstructGPT各模型数据集大小（单位:prompts的数量）

Dataset
Quantity 
(tokens)

Weight in 
training mix

Epochs elapsed when 
training for 300B tokens

Common Crawl 
(filtered)

410 billion 60% 0.44

WebText2 19 billion 22% 2.9

Books1 12 billion 8% 1.9

Books2 55 billion 8% 0.43

Wikipedia 3 billion 3% 3.4

SFT Data RM Data PPO Data

split source size split source size split source size

train labeler 11,295 train labeler 6,623 train customer 31,144

train customer 1,430 train customer 26,584 valid customer 16,185

valid labeler 1,550 valid labeler 3,488

valid customer 103 valid customer 14,399
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算力：ChatGPT是基于InstructGPT模型，大幅扩大数据量级而得到

 ChatGPT模型训练结合了监督学习和强化学习，具体的训练方法分为三步：1）收集数据集并进行人工标注，输入到GPT-3.5模型中进

行GPT-3.5模型微调，训练输出一个监督模型（SFT）；2）收集SFT模型生成的多输出比较数据集，对诸多答案进行排序打分（人工标

注），训练输出一个奖励模型（RM）；3）利用RM模型作为奖励函数，通过PPO算法对SFT模型进行强化学习，持续迭代生成模型，此

过程无需人工标注。

 ChatGPT模型训练过程

资料来源：OPENAI官网，平安证券研究所
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算力：大模型的实现需要十分强大的算力来支持训练过程和推理过程

 大模型的实现需要十分强大的算力来支持训练过程和推理过程。根据OPENAI数据，训练GPT-3 175B的模型，需要的算

力高达3640 PF-days（即以1PetaFLOP/s的效率要跑3640天）。2018年以来，大模型的参数量级已达到数千亿参数的

量级规模，对算力的需求将呈现指数级增长。

 各个模型所需计算量及参数量 2018-2022年大模型参数增长变化趋势

资料来源：澎湃新闻，OPENAI，平安证券研究所
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算力：AI芯片的性能提升成为决定大模型从理论实践到大规模应用的关键要素

 人工智能不同时代对算力翻倍的需求时间  英伟达A100 GPU的性能远超V100 GPU

 根据《COMPUTE TRENDS ACROSS THREE ERAS OF MACHINE LEARNING》研究结果，大模型时代，算力翻倍的需求时间

是9.9个月。AI芯片的性能提升成为决定大模型从理论实践到大规模应用的关键要素。

 在供给端，AI芯片厂商推出了性能越来越强的新产品来应对人工智能发展的算力需求。以英伟达为例，2020年，英

伟达推出了A100 GPU芯片，相比上一代V100 GPU芯片，A100 GPU芯片性能大幅提升。针对大模型，A100 GPU芯片相

比V100 GPU芯片可提供高达3倍的训练速度。

资料来源：《COMPUTE TRENDS ACROSS THREE ERAS OF MACHINE LEARNING》，英伟达官网，平安证券研究所
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算力：ChatGPT的训练成本和推理成本高昂

 在训练端：据报道，2020年，微软宣布与OpenAI合作，建成了一台超级计算机，专门用来在Azure公有云上训练超大规模的人工智能模型。这台为OpenAI开

发的超级计算机拥有超过28.5万个CPU核心，拥有超过1万个GPU（V100 GPU芯片）。以此规格，如果自建IDC，以A100 GPU芯片替代V100 GPU芯片，依照

A100和V100的性能换算，需要约3000个A100 GPU芯片。根据英伟达网站信息，NVIDIA DGX A100服务器搭载8块A100芯片，估算需要375台NVIDIA DGX A100

服务器，每台NVIDIA DGX A100服务器的价格为19.9万美元，则自建IDC的训练服务器的算力成本为7462.5万美元。若在云端训练，据Lambda Labs首席科学

官Chuan li介绍，拥有1750亿个参数的GPT-3单次训练成本达到460万美元。

 在推理（用户访问）端：ChatGPT推出仅两个月月活用户数已经破亿，2023年1月，全球每天约有1300万独立访问者使用ChatGPT。以ChatGPT日活用户2000

万估算，假设每天每用户提10个问题，则每天有2亿的访问量。若自建IDC，假设每个问题平均20个字，ChatGPT在A100 GPU芯片上对每个字的响应时间是

350毫秒，则2亿的访问量需要A100芯片运行388889个芯片小时，即每天需要16204（388889/24）个A100芯片同时工作，需要2026(16204/8)台NVIDIA DGX 

A100服务器同时工作，则自建IDC的推理服务器的算力成本为4.03亿美元。若在云端推理，据《Fortune》杂志数据,每次用户与ChatGPT互动,产生的算力云

服务成本约0.01美元，则每天2亿的访问量，对应的云端成本为每天200万美元。

 自建IDC的训练成本估算

A100 GPU 芯片（个） 1台NVIDIA DGX A100服务器
搭载A100芯片个数

NVIDIA DGX A100服务器（台） NVIDIA DGX A100服务器价格
（万美元）

训练成本（万美元）

3000 8 375 19.9 7462.5

 自建IDC的推理成本估算

日活用户
数（万）

单用户
每日提
问次数

每个问题
平均字数
（个）

A100 GPU对每个字的
响应时间（毫秒）

每日消耗GPU计
算时间（小时）

每天需要A100
GPU芯片（个）

NVIDIA DGX 
A100服务器

（台）

NVIDIA DGX 
A100服务器价格

（万美元）

推理成本（亿美
元）

2000 10 20 350 388889 16204 2026 19.9 4.03

资料来源：澎湃新闻，环球零碳，英伟达官网，平安证券研究所
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算力：大模型将为全球和中国AI芯片和AI服务器市场的增长提供强劲动力

 我们认为，随着模型的迭代和AI芯片厂商产品的迭代，ChatGPT的训练成本和推理成本未来必将呈现下降趋势。但一次训练百万美元量级的训练成本和每天
百万美元量级的推理成本，随着全球和中国人工智能厂商布局大模型，大模型将为全球和中国AI服务器市场的增长提供强劲动力。

 根据《2022年北京人工智能产业发展白皮书》数据，截至2022年10月，北京拥有人工智能核心企业1048家，占我国人工智能核心企业总量的29%。以此计算，
我国人工智能核心企业总数约为3614家。假设其中有2%的企业自建IDC训练和推理大模型，如前所述，单一企业自建IDC推理和训练大模型的算力成本约为
4.78（4.03+0.75）亿美元，以此估算，大模型将为我国AI服务器市场带来约345.50亿美元的市场空间。以2021年我国AI服务器市场规模占全球AI服务器市场
规模的占比估算，则将为全球AI服务器市场带来约910.44亿美元的市场空间。市场空间巨大，相关芯片和服务器厂商将深度受益此次ChatGPT浪潮。

资料来源：IDC，浪潮信息，平安证券研究所

 2021H1全球AI服务器市场竞争格局  2021年中国AI服务器市场竞争格局

 2021-2025年全球AI服务器市场规模CAGR为19.5%  2021-2026年中国AI服务器市场规模CAGR为15.8%
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AIGC将逐步回归理性，未来2-3年重点培育应用和教育市场

 生成式AI走向炒作顶峰

 未来2-3年是AIGC走向成熟的关键时期。类似于计算机视觉等相对成熟的技术，AIGC在经历了近期的炒作热潮结束之后，预计行业将经

历一段下沉期，市场趋向理性。AIGC则需要加快开始教育和融入市场，培育产品和应用。如果能够像计算机视觉一样，找到合适的商

业化场景，行业后续将逐步得到市场认可，并持续做大；如果不能，这项技术也可能持续停留在低谷期，甚至被市场淘汰。

 ChatGPT的快速推进，标志着AIGC在C端有着巨大潜力，但B端、G端相关产品应该将是公司的主要收入来源。C端看，主要是来自于内容

生成等工具性的需求，一般都是轻应用，尝鲜之后的付费意愿值得观察，主流的产品收费模式将是SaaS应用订阅；B端看，是含金量最

大的市场，需要将技术转化成工具和解决方案，为企业和行业赋能，收费模式可能包括项目定制+后续订阅收入。

 AIGC潜在商业模式

资料来源：Gartner（2022.7），平安证券研究所
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文本、代码等应用有望近两年进入快速发展期，图像、视频生成成熟需时日

 AIGC的应用场景

 文本生成  图像生成 视频生成  游戏生成

根据使用场景，可
分为非交互式文本
生成和交互式文本
生成。

视频生成可分为视
频编辑、视频自动
剪辑和端到端视频
生成。

医疗影像生成
建筑建模创作

游戏生成主要包括
游戏元素生成和游
戏策略生成。

NPC生成
场景生成自主创作

类人聊天
智能搜索

文章写作辅助
辅助编程
……

文字生成图片
图片编辑
图像转图像

根据使用场景，可
分为图像编辑工具
和端到端图像生成。

虚拟数字人
剧情生成
代码编写

 文本生成：应用相对成熟，在垃圾邮件的检测、基础的问答等领域都得到了应用，并在长篇写作等方面有所建树，快速发展阶段预

计很快到来；后续预期在专业论文或者文学创作上实现落地；

 图像生成：已经开始应用于产品设计、建筑模型，而且在医疗领域也实现应用，但达到设计师等专业人士的水平，还有差距；

 视频、游戏生成：目前还处在早期尝试阶段，如实现电子游戏和电影的个性化创作，可能需要等待较长时间。

长视频生成
动画制作

视频自动编辑
短视频生成

文字生成视频

 AIGC在不同场景中的发展预期

资料来源：红杉资本、平安证券研究所
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国内AIGC垂直应用起步较晚，文本、图像等领域都还是蓝海赛道

 国内AIGC主要赛道参与企业

 相较美国市场，国内AIGC在相对成熟的赛道上参与者也不是很多，这和之前的预测性AI趋于红海的市场有着很大的差异。一方面，国

内在算法和应用开发上存在差距，同时公有云SaaS发展不足带来的训练数据质量和应用通用性较差，限制了国内应用的大面积铺开；

另一方面，国内B端为应用付费的意愿，尤其是AIGC这类新应用付费的意愿并不够强，反而是国内一些To C的赛道发展的更好一点。

 从趋势上看，AIGC最终的市场依然是B端，但是考虑到中美市场的差异，国内企业依靠单一通用应用去打所有市场的可能性比较小，

需要通过垂直化、行业定制化的开发AIGC方案，早期可能只面向1个或者几个行业赛道，有积累之后持续拓展其他行业。

 美国AIGC主要赛道参与企业（不完全统计）

资料来源：百度、平安证券研究所
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文本生成：通过营销文案、摘要、故事生成引擎，赋能文创、金融等行业

功能：输入结构化的数据、图片或者文本来生成一段新的文本。例如输入结构化的数据、输入一张图片，或者输入若干关键词来生成文

本。目前主要功能是生成可控文本，即文本中带有期望得到的属性，比如情感、关键词、事实以及主题等。

应用：营销文案引擎、文章摘要、故事生成、散文小说、文本复述、研报生成。

挑战：对篇章结构、多样性的可控；长文本生成面临的前后逻辑不一致、主题不一致以及事实不一致等问题。

 国内文本生成典型解决方案  国内文本生成主要应用场景及功能

场景 功能 描述 应用实例

文化
创作、
快消

基于关键
词生成

输入关键词句，将围绕关键词生成具有指定风
格特色的原创内容

中文在线：利用文本
生成平台进行辅助创
作

自定义模
板生成

用户输入文本并标注出待补全部分，模型基于
用户输入进行内容补全

续写
根据用户选择的题材和输入的前序文本进行续
写

营销文本
生成

输入品牌、核心卖点、应用场景等关键词，生
成营销文案

美妆、汽车等行业已
经开始有应用

金融
行业

研报观点
分析

自动抽取研报中的观点内容，并输出观点标签
及观点极性。 华夏基金：舆情监测。

重点解决传统工具关
键字判断准确度低、
情绪判断和业务需求
不一致、大量重复信
息干扰、无法识别舆
情对象等问题。

金融文本
情感分析

对金融、财经领域中文本的情感倾向进行分析
判断，有效赋能金融财经领域信息分析以及处
理。

事件检测 从新闻中检测金融相关事件，用于分析和决策。

资料来源：澜舟科技、平安证券研究所
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图片/视频生成：能力提升明显，C端认知需提升但B端潜力较大

功能：通过AI技术来自动或辅助生成内容的生产方式，通过输入指令，让AI去完成冗杂的代码、绘图、建模等任务，

实现“图生图”或者“文生图”的模式，生成新的图片/视频。在开源公司StabilityAI发布了Vincent的图形模型StableDiffusion

之后，AIGC图片生成能力显著提高。

商业模式：C端客户目前需求更为复杂，AIGC在技术上还存在差距，目前很难有大的商业机会，业内企业6Pen调研数据

显示，60%用户不曾付费，付费超过100元的比重也只有10%，市场拓展还需要时日；B端客户变现的可能性会更高，垂

直客户需求相对聚焦，变现路径也更为多元和成熟，比如广告、营销、文旅等行业，预计都会有较大的空间。

2023/2/28

行业 应用方式 应用实例

广告行业 利用AI制作宣传材料
百度利用文心平台制作电视剧宣传
海报，腾讯、美图也在进入该赛道

设计行业
建筑、包装、服饰等设计出
图

ZMO.AI通过生成高质量的模特儿照
片图片，降低拍照成本和等待时间

营销定制 生成图片或者视频材料
百家号、剪映开放图文转视频功能，
可以进行个性化的创作

漫画/动漫行业 配文生成漫画、插画和视频
国内艺术家基于小说《2086元宇宙》
制作漫画版，形成可视版本

游戏行业 辅助角色、道具、场景设计
网易推出首个游戏版ChatGPT将会
在《逆水寒》手游

 国内图片/视频生成典型应用场景  利用AIGC生成的绘画、海报和手游

资料来源：观研天下、网易、平安证券研究所
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类人聊天机器人：AIGC应用集大成者，已从形似开始走向神似

类人聊天机器人及头部厂商

类人聊天机器人是一种旨在模拟与用户进行类人对话的电脑
程序。它们已被应用于多个行业，包括客户服务、电子商务
和娱乐等。

chatGPT带来的变革：此前的聊天机器人只能根据设定问题
回复固定内容，同chatGPT融合之后，将文本生成、图像生
成、多模态转换技术融合起来，环境感知、理解能力在大幅
增强，实现和人的形似到神似。基于chatGPT的类人聊天机
器人可以提供客户服务、虚拟代理、内容创意和文本生成、
以及信息知识提供等服务。

• 国外重点企业：
- openAI：公司核心宗旨在于“实现安全的通用人工智

能(AGI)”，目前推出的“chatGPT类人聊天机器人”火爆全
球，其公司在图片生成和视频生成的应用上也有很深的造诣。

- Google: 公司在AIGC领域布局很久，目前也有
“bard”类人聊天机器人的诞生试用，在AIGC的多种技术领
域也处于前列。

• 国内重点企业：
- 百度：是国内布局AI赛道最早的公司之一，目前已宣

布“文心一言”类人聊天机器人将很快进入公测环节，图片
生成方面也有突破。

- 小冰：从微软独立拆分出来的人工智能公司，推出的
“小冰”机器人是目前全球范围内承载交互量最大的人工智
能系统。

类人聊天机器人的多种应用场景—以chatGPT为例

智能搜索引擎
新闻写稿机器人

chatGPT类人聊天机器人

文本生成

信息提供系统

创意内容生成

虚拟代理

客户服务

虚拟数字人
虚拟主播

电商智能客服
金融资讯客服

信息整合工具
数字教育资源

营销文案生成
影视剧本生成
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类人聊天机器人|新闻写稿：应用起步较早，大幅提升写作效率

 利用AIGC技术参与新闻写稿辅助工作，各家新闻机构起步均较早，2015年以来国外包括纽约时报、彭博都已经开始应用，国内随后也在做相关投入，比如新

华社的“快笔小新”、第一财经与阿里巴巴合作开发了“DT稿王”、南方都市报与北京大学团队合作研发的写稿机器人“小南”等。

• AI机器人可以帮助精确检索二手信息，收集素材。在高性能的AIGC工具如ChatGPT出现后，就可以像常人对话一样直接提问并获得答案。另外AIGC转写

工具可以帮助记者实时生成文稿，自动撰写提纲、精简语句等，进而提高工作效率，保证最终产出的时效性。

• 目前AIGC撰稿工具能在一分钟内生成两千条新闻，且单条质量可比拟人类半小时的作品质量。尤其是针对股市、重大体育赛事等新闻，会在关键时间点

自动撰写新闻，编辑只需要做最终审校就可以发出，大幅提升了新闻的时效性，降低了编辑的工作量。

 目前AI机器人主要在财经、体育和生活类等新闻中出场，深度、调查报告等还需要人类记者完成，后续随着技术的进步，应用面将拓宽。

 国内代表性的机器人记者方案  新闻写稿机器人重点功能应用

功能 具体应用

文本复述/改写 对原有文本进行改写，观点一致，但写作风格和表达多样

语音交互
通过口述查询，自动生成稿件，通过ChatGPT技术可以实现智能
问答

看图写话
图片、视频的自动生成。根据给定的图片或者视频，自动生成可
以描述图片或者视频内容的稿件，类似于“看图写话”或是“看
视频写话”。

视频写稿

根据现有文字提取摘要和关键词，快速生成对应的短视频稿件。
对编辑填写的文本信息进行语义分析，得到摘要与关键词，并自
动搜索资源库匹配关联性最强的图片、视频、音频素材，自动制
作成一段视频

智能模板生成 通过持续训练，根据不同的内容要求，自动生成模板

资料来源：搜狐网、新华网等、平安证券研究所
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类人聊天机器人|虚拟数字人：形似到神似，活跃于客服、新闻制播等多个场景

虚拟数字人是AIGC的重要应用之一，利用人像、声音生成等技术，可以定制2D、3D的虚拟数字人，可以实现文本到视频的输出。目前，
AIGC在该领域应用更为成熟，智能化水平更高，输出结果更为灵活和应景，交流更为顺畅，实现了从形似到神似的跨越。

目前市场上的虚拟数字人可以充当虚拟客服、数字员工、虚拟老师、虚拟主播、数字导游等角色，应用于金融、传媒、旅游、电子政务
等多个场景，提供客户服务和交互、课程制作、新闻制播、政务服务和查询等多方面的功能，大幅提升了内容制作输出效率，保证了用
户的服务体验。目前，科大讯飞等人工智能企业，均提供了虚拟数字人的解决方案。

 虚拟数字人制作流程  虚拟数字人当前面向的场景

金融业

新闻媒体

数字员工

电子政务

旅游景点

资料来源：科大讯飞、平安证券研究所
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落地案例|游戏：AIGC与游戏赛道天然亲和，数据资产生产等应用将加速

游戏是典型的资产复杂度非常高的娱乐形式，人力密集，研发人员持续膨胀，质量、成本、效率不可能三角问题难解。AIGC与游戏具有

天然的适配性，在图片/视频生成、虚拟玩家、音乐制作、剧情/策略开发等方面都有非常大的潜力，而且娱乐场景来自监管、伦理、安

全性等方面的压力较小，落地较快。

目前，AIGC正在为游戏中的数据资产建立模型，开发智能对话、智能陪玩、智能QA，并能够通过剧情和策略生成等方式，丰富和延展

游戏内容，延展游戏寿命。通过AI生成，可以降低生产成本，提高效率，还能保证游戏质量不下降，完美解决不可能三角问题。

 AIGC在国内外落地案例

厂商 产品 应用情况

腾讯 “绝悟”陪玩
机器人

通过强化学习的方法来模仿真实玩家，包括发育、
运营、协作等指标类别，以及每分钟手速、技能
释放频率、命中率、击杀数等具体参数，让AI更
接近正式服玩家真实表现，将测试的总体准确性
提升到95%。

rct A

智能NPC生成、

剧情延展、智
能Q&A、智能
陪玩等

智能NPC为例，其NPC能够分析玩家的实时输入，

并动态地生成交互反应，从而构建几乎无限目不
重复的剧情，增强自户体验并延长游戏生命周期。

网易
游戏

智能NPC、玩
家智能对话

武侠手游《逆水寒》宣布实装国内首个游戏版
ChatGPT，让智能NPC能和玩家自由生成对话，

并基于对话内容，自主给出有逻辑的行为反馈。
该手游已经获得版号，预计将于2023年年内上线。

行者
AI

游戏资产生成
为游戏生成2D图片、3D 环境、单体建筑、人物
角色模型、虚拟数字人等复杂内容生成。

 AIGC在游戏资产生成过程中的应用

资料来源：行者AI、平安证券研究所
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落地案例|银行：通过数字员工等形式试水AIGC，监管、安全性问题需关注

 银行是作为服务业的重点领域，数据丰富且质量优秀，也是与AI融合的比较快的领域。此前，AI营销文案生成、数字员工（客服）等解决方案已
经得到应用，承担问题应答、业务操作指引、查询响应和确权等职能。

 随着ChatGPT的火爆，各家银行正在探索AIGC进一步为虚拟数字员工赋能，提升智能化水平，在内外部沟通等环节中发挥更重要的作用。在银行线

下网点，数字员工就充当“服务型数字人”的角色，提升大堂的服务效率和服务质量；线上业务可能将是各大银行未来利用数字员工争夺的重点，
会强调”数字人“IP的打造，树立起银行在虚拟世界的品牌形象，实现客户的转化，很多银行已经将数字员工应用到线上的营销推广中。

 后续，AIGC处理复杂问题和创造性问题的能力也将持续提高，银行业应用面临的监管、安全性等问题也将逐步得到解决，AIGC在银行领域的应用
范围将扩大。除了当前正在应用的客户服务、营销运营和数字员工之外，未来在风险管控、经营态势分析等领域也会有较大的应用潜力。

 主要银行机构AIGC应用情况

机构 AIGC技术应用进展

宁波银行 开发了数字员工小宁，用于智慧大堂服务和线上营销等场景。

工商银行 开发了数字员工工小智，提供线下支行网点大堂服务，进行产品
介绍和营销。

邮储银行 将开始内测文心一言，在智能客服、数字员工、虚拟营业厅等场
景进行应用，进一步提升客户体验。

江苏银行 尝试运用ChatGPT技术提升软件开发生产力。

招商银行 在智能客服、流程智能化等方面，广泛应用了大模型技术用于意
图识别、信息提取等具体工作。

百信银行
把百度文心一言的智能对话技术成果应用在数字金融、AI数字人、
数字营业厅等领域。

中信银行 将接入文心一言生态，在财富管理等场景尝试应用。

兴业银行 接入文心一言，用于智慧网点、智能服务、智能风控、智能运营、
智能营销、智能投研等。

 银行机构数字员工典型应用

对外

对外场景包括存、贷、
汇、监等一系列金融业
务服务：
• 网点客户服务、交流
• 结合用户特征定制专

属方案，成为客户的
“专属顾问”，并在
交互过程中识别用户
情感，通过话术激发
用户兴趣、引导用户
选择产品

• 在用户不感兴趣时进
行挽留、适时推荐其
他产品，充分给予用
户优质体验。

对内场景，数字员工可以充
当智慧助手：

• 解答员工问题，及时提
醒待办日程，快速办理
日常事务，提升员工幸
福感

• 为员工制定专属的岗位
培训计划，提供专业的
职业发展建议，加速员
工成长

• HR的“分析助手”，对

员工数据进行整合挖掘，
形成员工画像和关系图
谱，协助HR评估员工能
力、调优人员配置

对内

资料来源：《金融电子化》、工商银行等、平安证券研究所
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投资建议及风险提示

投资建议：近年来AIGC的算法、数据质量等要素有着显著提升，文本、图片/视频、代码等技术能力快速发展，在客服、营销、游戏等

赛道都显示出非常强的应用潜力。伴随着chatGPT的催化，国内AIGC产业链也将迎来空前的市场机会。算法方面，预计今年国内龙头AI

厂商有希望推出能力接近chatGPT的产品；算力是短板，由于供应链的问题，我国高端训练芯片供给可能面对较大的压力，AI算力不足

的问题可能显现，相关设备研发和基础设施建设企业可能继续受益。同时，AIGC新技术也会带来新的安全挑战，国产安全厂商也将受益。

强烈推荐启明星辰，推荐科大讯飞、金山办公、中科曙光、浪潮信息、紫光股份等；关注AI厂商后续发展机会，如云从科技、海天瑞声、

云天励飞（待上市，已同意注册）。

风险提示：1）技术落地可能不及预期。目前chatGPT处于市场炒作高点，未来将面临着市场落地的考验，由于技术本身尚需持续完善，

能否跨越商业化的“死亡之谷”仍待观察。2）来自监管和版权方面的风险。AIGC生成内容还主要依赖现有素材，可能产生版权纠纷，同

时生成内容版权的认定还存在争议，商业化可能面临障碍；在一些特定场景，AIGC可能受到监管的限制；3）国内AI供应链断裂的风险。

可能出现芯片、软件和算法等供给限制更为严格的情况，国内研发和商业化可能受到冲击。
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重点推荐标的

股票简称 股票代码
2月27日 EPS（元） PE（倍）

评级

收盘价（元） 2021A 2022E 2023E 2024E 2021A 2022E 2023E 2024E

启明星辰 002439.SZ 28.68 0.90 0.92 1.23 1.57 31.9 31.2 23.3 18.3 强烈推荐

科大讯飞 002230.SZ 47.79 0.67 0.25 0.71 0.95 71.3 191.2 67.3 50.3 推荐

金山办公 688111.SH 288.71 2.26 2.42 3.42 4.73 127.7 119.3 84.4 61.0 推荐

浪潮信息 000977.SZ 37.24 1.37 1.63 2.00 2.47 27.2 22.8 18.6 15.1 推荐

紫光股份 000938.SZ 24.48 0.75 0.86 1.07 1.33 32.6 28.5 22.9 18.4 推荐

中科曙光 603019.SH 31.41 0.79 1.02 1.31 1.64 39.8 30.8 24.0 19.2 推荐
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重点标的｜科大讯飞——智能语音领军企业

 科大讯飞成立于1999年，是亚太地区知名的智能语音和人工智能企业。

公司作为技术创新型企业，其智能语音、自然语言理解、计算机视觉

等核心技术处于国际领先水平，已入驻“中国人工智能国家队”。

 公司以“平台+赛道”战略为指引，2B+2C双轮驱动产品落地。公司构

建了以智能语音和人机交互为核心的“讯飞开放平台”，并在此基础

上推动产品及服务在消费者、智慧教育、智慧城市、智慧司法、智能

汽车、智慧医疗、运营商等领域的深度应用。截至2022年5月31日，

讯飞开放平台已开放493项AI产品及能力，聚集超过337.3万开发者团

队，总应用数超过150.1万，累计覆盖终端设备数35.1亿+。

 公司营收及归母净利润情况

 公司AI产品全栈布局

资料来源：公司官网，WIND，平安证券研究所

 2022年前三季度，公司实现营业收入126.61亿元（+16.50%）；实现

归母净利润4.20亿元（-42.34%）；EPS为0.18元。预计2022年实现营

业收入183.14-201.45亿元，同比增长0%-10%；实现归母净利润4.67-

6.23亿元，同比下降60%-70%；EPS为0.20-0.27元。“推荐”评级。

公司简介及AI赛道相关布局

公司财务状况
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重点标的｜金山办公——办公领域AI先行者

 金山办公成立于2011年，是国内领先的办公软件和服务提供商。公司

主要从事WPS Office办公软件产品及服务的设计研发及销售推广。公

司自2017年开启AI战略部署至今，已经在OCR、文档翻译、图文识别

检测等多领域实现产品落地。

 公司基于AI中台，打造智能化办公场景。公司AI中台面向计算机视觉、

自然语言处理、语音处理等算法研究方向，围绕办公领域，已开发出

了近100项AI能力。公司推出的WPS智能写作可以实现文本自动生成、

辅助成稿写作、句子智能补写、文本智能校对等功能。

 公司开源全球首个办公领域DL框架——KSAI-lite。公司于2021年7月

开源业界首个面向办公领域的深度学习框架KSAI-lite，支持离线AI

计算，并且适配国内外主流软硬件平台，在OCR、机器翻译、智能校

对等场景具有显著优势。

 公司营收及归母净利润情况

 公司办公领域深度学习框架KSAI-lite

资料来源：公司公众号，WIND，平安证券研究所

 2022年前三季度，公司实现营业收入27.95亿元（+17.83%）；实现归

母净利润8.13亿元（-4.10%）；EPS为1.76元。“推荐”评级。

公司简介及AI赛道相关布局

公司财务状况
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重点标的｜浪潮信息——全球AI服务器龙头

 浪潮信息是全球人工智能计算领导企业，AI服务器市占率世界第一。

公司目前在售AI服务器产品10余款，在研产品6款，分为AI训练服务

器、AI推理服务器、元宇宙服务器等类型，主要应用场景包括自然语

言处理、计算机视觉、大型推荐系统等。据IDC统计，2022年H1，公

司AI服务器产品市场占有率达到50.3%。

 公司立足算力、算法、数据，构建全栈AI能力。算力方面，公司于

2022年发布国内首款元宇宙服务器MetaEngine，将为元宇宙数字空间

的创建和运行提供强大算力。算法方面，公司于2021年发布“源

1.0”大模型，公司已基于此研发出对话、问答、翻译和古文四个技

能模型，同时，“源1.0”大模型落地智算中心，通过开源模型API、

高质量数据集、模型代码、技能模型等形式对外提供算法基础服务。

数据基础设施方面，公司于2022年发布了新一代SSD高速存储介质，

具备ZNS数据分流等技术，性能大幅提升。

 公司营收及归母净利润情况

 浪潮人工智能服务器系列

资料来源：公司公告，公司公众号，WIND，IDC《2022 H1中国加速计算服务器市场报告》，平安证券研究所

 2022年前三季度，公司实现营业收入527.67亿元（+14.10%）；实现

归母净利润15.46亿元（+14.47%）；EPS为1.06元。“推荐”评级。

公司简介及AI赛道相关布局

公司财务状况
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重点标的｜紫光股份——国内领先ICT基础设施供应商

 紫光股份旗下的新华三集团是国内领先的ICT基础设施服务提供商。

新华三提供一系列包括数字中心交换机、AI服务器等在内的高端AI算

力基建产品，未来将基于“云智原生”战略，加速AI创新步伐。

 新华三以软硬件全站能力赋能AI产业发展。在底层硬件算力支撑上，

新华三服务器产品可覆盖从AI训练到推理的全场景。此前，新华三

GPU服务器曾登顶MLPerf™国际权威AI基准性能竞赛。在2023年上半

年，新华三还将发布基于Intel Eagle Stream平台的GPU服务器R5300 

G6。此外，面对AI作业调度、集群管理等难题，新华三推出智能算力

中枢，为人工智能提供全场景的算力调度，实现了五维智能的AI开发

全流程支持。除复杂的大模型训练场景，新华三集团也面向广大AI开

发者，免费开放H3C小智AI实验室，让用户体验真实的AI训练全流程。

 公司营收及归母净利润情况

 新华三智能数字平台

资料来源：公司公众号，WIND，平安证券研究所

 2022年前三季度，公司实现营业收入538.90亿元（+13.16%）；实现

归母净利润16.40亿元（+2.38%）；EPS为0.57元。“推荐”评级。

公司简介及AI赛道相关布局

公司财务状况
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重点标的｜中科曙光——智能计算领军企业

 中科曙光是我国核心信息基础设施领军企业。公司在高端计算、存储、

安全、数据中心等领域拥有深厚的技术积淀和领先的市场份额，并充

分发挥高端计算优势，布局智能计算、云计算、大数据等领域的技术

研发。

 公司在AI算力领域具有先发优势。公司在2019年就开始布局AI算力服

务，将遍布全国的海量异构计算资源链接，形成一体化算力服务网络。

该算力服务网实现了对算力、存储、网络以及数据等分布资源的整合，

并通过统一的算力服务门户，根据科学计算、工程计算和智能计算等

场景需求，向用户输出算力、算法、数据、应用高度协同的一体化资

源，降低了AI大模型的训练与推理成本，让用户无需投入大量成本购

买硬件设施也可完成AI大模型训练等复杂计算工作。

 公司营收及归母净利润情况

 公司产品矩阵

资料来源：公司官网，公司公众号，WIND，平安证券研究所

 根据公司2022年度业绩快报数据，2022年公司实现营业收入130.09亿

元（+15.56%）；实现归母净利润15.15亿元（+30.92%）；EPS为1.04

元。“推荐”评级。

公司简介及AI赛道相关布局

公司财务状况
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重点标的｜启明星辰——人工智能安全领域实践者

 中科启明星辰是国内极具实力的、拥有完全自主知识产权的网络安全

供应商，积极推进网络安全领域人工智能应用的发展和工程化落地。

 PanguBot——安全运营的“ChatGPT”实战。启明星辰基于多年对于

自然语言理解、自然语言处理、大数据分析、智能化处理方面的智算

能力研究基础上，叠加二十余年在安全领域的技术、数据、运营和研

究，于2022年发布了“PanguBot(盘小古)”安全智慧生命体。

 盘古人工智能平台——搭建人工智能安全应用的技术基石。启明星辰

盘古人工智能平台（人工智能安全建模和赋能平台）作为安全运营的

人工智能底座，为安全领域的人工智能应用提供了研发运营的一体化

环境，能够实现基于ModelOps和AIOps的人工智能应用快速搭建、模

型全生命周期管理和多重赋能。

 公司营收及归母净利润情况

 PanguBot盘小古

资料来源：公司公告，WIND，平安证券研究所

 2022年前三季度，公司实现营业收入21.68亿元（+3.39%）；实现归

母净利润-2.50亿元（-1554.73%）；EPS为-0.27元。“强烈推荐”评

级。

公司简介及AI赛道相关布局

公司财务状况
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附：团队主要成员

TMT团队

行业 分析师/研究助理 邮箱 资格类型 资格编号

电子 徐勇 XUYONG318@pingan.com.cn 投资咨询资格 S1060519090004

半导体

付强 fuqiang021@pingan.com.cn 投资咨询资格 S1060520070001

徐碧云 XUBIYUN372@pingan.com.cn 一般证券资格 S1060121070070

计算机 闫磊 YANLEI511@pingan.com.cn 投资咨询资格 S1060517070006
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股票投资评级:

强烈推荐（预计6个月内，股价表现强于市场表现20%以上）

推 荐（预计6个月内，股价表现强于市场表现10%至20%之间）

中 性（预计6个月内，股价表现相对市场表现在±10%之间）

回 避（预计6个月内，股价表现弱于市场表现10%以上）

行业投资评级:

强于大市（预计6个月内，行业指数表现强于市场表现5%以上）

中 性（预计6个月内，行业指数表现相对市场表现在±5%之间）

弱于大市（预计6个月内，行业指数表现弱于市场表现5%以上）
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