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GPT-4 KA, SRS+ RIS HF BTN AT H
—— AR

BRXER

Q HdexetE 3 A 15 BAR, OpenAl B H A H T #H—K Al KR GPT4, BAL

SHREES. ARFARAMBBRFEIRETHK, AFAARNKXFEAER.
OpenAl €./ ChatGPT Plus L324% API 3 0 F R E MRS AARS, WREL
Al SRS RFE SR, BT EH ZRiTF,

GPT-4 ARSI EHSL AR, HAEKF. WESFHANREAZT XSS

1. GPT4 T2 B, ARG EMEAMAFERBALT . 5 £Ffa 47, AF
KX AEMZE, FREMIEAR AL EFa g W F e

2. GPT4 £ Z xR Aay 4184k /) b XK haAgA&k GPT-3.5, /& SAT. Bar F K3 & %
A 3K A BAR K AR IR P, GPT-4 4993 % T GPT-3.5 AAMAL-FHK
s

3. GPT-4 B AT &3} ChatGPT Plus Al 7 77 API, &3 %4 1000 prompt tokens
0.12 £ 7T, @4 1000 completion tokens 4 3% % 0.06 % 7T, BB OpenAl i 7R 7
Evals 242, A A 3)iftE AL A MR, AR PFIREEA P ays &, UFB LK
j&o

4, GPT4 53INT L5 AR R AB AT I, Azt GPT-4 6947, RBTA IR
IR HFAE R G2, FFATEA S RIELFds S G A ) R AR 2 4
6% K

GPT-4 EBANLIRE R, S$BELYTHRAZTRAH L4

1. e sh#Lm (Bing) £ E351ECEN GPT4, AkAH LW GPT4 H KR
HBNEB| L HFAESPHET L EA;

2. Duolinguo. Strip. 7k BBk, KAEMNM . BUFCEN GPT4, HHHL
A6 )RR E KFehfe;

3. SRS RA Al KRR R E QB SAY, AIFRkKk GPT A2A gk &5,
MRS SHIE, FALSHEREES, £—F4rF AN,

R RT
1. Al BRE R ARG RE; 2, Al L= e KA AREAM; 3. BORAR
AR RO s 4y T aFTR 9 R M AR R 8 R

AT NEE
PAIEP 5 $1230523020002
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1 AT S B4R 4
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AL £ 5D 2023.03.04
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EXLHF
1 OpenAl 77 GPT4 KAEA, BB HHBC T e 4
1.1 GPT4 XA KA, SHREEHF+LRELEILE X R

............................................................................................. 4
12GPT-4 £ L TSR T EILE BRI (oot 5
1.3 # Bing &4 ] GPT-4 A, ZHEEAETH A ZRAIA ZATTT e 6
A 0 -y 7
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B 1: GPT-4 T AT E A BN IRIT I SUF AR oottt n et anenes 4
Bl 2:  GPT-4 FEHE B ZEAEIZ AL oottt ettt 4
B 3: GPT-4 &S AARMNK EARILEILRKIEIE D (oot 5
B 4: GPT-4 ZAFGAEF I EEADMIR LR ILILTF oottt 5
B 5: GPT-4EARAEGEILAEAAEMEFTEIE T B et 5
B 6: GPT-4 A RAEEILAEAAEME T EIE T B2 e 6
B 7: AljJina £ —— R E SHEEBALRE BN S K IE T it 7
£ 1: 5Rb%, BUFRHEEHAEE GPT-4 FEILITNAE oottt 7
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1 OpenAl X GPT4 XA, $RIABCE K
1.1 GPT 4 ABA L&, SBAES+ELBREAETERRR

Jb et A 2023 43 A 15 B& B, OpenAl B % X% T GPT-4 K44, 5 GPT-3.
GPT-3.5 B4l zatk, GPT-4 A& T $85hMk, X FET BB AMAITE LA, &M
INAHRAEBRAR G F %K, GPT AZ ARG AR, FAMEEEFHESESARLEH S
B, RREEAEE .

GPT-4 BEZA XS K-FANH £36, 12ASAKMEARLELEAE K%K, OpenAl 7
TR, GPT-4 EHF S AFHRG T PR AR, BEEFELFfoF KA AL LY
EMO BT AEGFHRE, RN bar (FEEFHE) FiX P, GPT-4 MK &4 HE
LA 10%, AT KA 49 GPT-3.5 IXHEE B 10%, R sh, £ % 5 R ARG & L)X,
T, GPT-4 RbBHER|AEF H A0 E, AL RPAIEE LR EZNE T2 F# T

GPT-4 £ BR-LF, EREBLEFABEARS RS . GPT-4 TR ERAE &IRAH A
B btz 8, FAERLFRES. B ALLHEMES &, GPT-4 T A% kiR 56 LA R
?ﬁA%i?u&@%mE%#ﬁmaA% KRR LY ELEE AR, £ IRF AR
L, GPT-4 T RHAME S A, HAREAD B 2 Kb+ H 342, 48T GPT-3 4= GPT-
#FRE,

B1: GPT-4 TATHEK M ANERI B L F 1A H2: GPT-4 ik 8 22432 524

User Below is part of the InstuctGPT paper. Could you read and summarize it to me?
GPT-4 To answer question I.1.a, we need to express the temperature 7'(x) in every point
of the conductive bar, which is characterized by the abscissa x. We are given that
. arcs . s . T(0)=T0and T(L) = Tb.
GPT+4 The InstructGPT paper focuses on training large language models to follow instructions
with human feedback. The ugllmrx note that making language models larger doesn’t For a stationary regime, the heat equation for the one-dimensional heat
inherently make them better at following a user’s intent. Large models can generate outputs wmlmlmn in the bar is:
that are untruthful. toxic. or simply unhelpful. &*T/dz* = 0
To address this issue, the authors fine-tune language models on a wide range of Integrating once, we get:
tasks using human feedback. They start with a set of labeler-written prompts and responses, dT/dz = C,

then collect a dataset of labeler demonstrations of the desired model behavior. They
fine-tune GPT-3 using supervised learning and then use reinforcement learning from human
feedback to further fine-tune the model. The resulting model, called InstructGPT, shows
improvements in truthfulness and reductions in output generation while having To determine the constants (' and ('3, we use the boundary conditions:
minimal performance regressions on public NLP datasets. T(0) = T0, which gives C; = T0

T(L) = Tb, which gives Cy = (Tb—T0)/L

Integrating a second time:
T(z) = Cyz + Cy

The authors conclude that fine-tuning with human feedback is a promising direc- ” o m
tion for aligning language models with human intent. Finally, the expression for T'(xr) is:
NRERTR T(z) = (Tb— T0) * (x/L)+ T0
This represents a linear temperature profile along the conductive bar, with a slope
of (Tb—T0)/L.

FH &R : OpenAl {GPT-4 Technical Report), # % iE 5 7L A #H kK : OpenAl {GPT-4 Technical Report), #f B iE &5 5 AT

OpenAl 77 GPT-4 API ¥ 3% R # 7 /& OpenAl Evals 1 B, GPT-4 Al P A5 A2
Bk M E. OpenAl B 77 &7 @@ I K% T3 GPT-4 APl 89w i@, B P TRIFFHFHEAN
waitlist ¥ #Fi81%, @ ChatGPT Plus iT [ & R *T A 43k /F GPT-4 89X Al k. 5 GPT-3.5 £
ok, GPT-4 #A! API 4% R F 18 A tokens # & #1743, < H %% 1000 prompt tokens 0.06
% 7L, W4 1000 completion tokens 4<% 0.12 £ 7. % 4, OpenAl 7k Evals A B, /T
A3t ATAERERE, MR8t —F AL 5 s s AL,
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12GPT-4 EZRAEFF T EAEZRRK, BLEREHNBAALFHRE
OpenAl & i{ & % benchmark # 47 #/X, GPT-4 £ % AN X L& AL T GPT-3.5. 48
b F GPT-3.5, GPT-4 2432, 44, #FFANK b a9 £ I 248 F GPT-3.5, BA K
MTREE BRSO RMEER. B, GPT-4 /£ % HM X 7 64 sk 4 b A5 A2 4% 80%
AR IR, REBAER A S A ENK LA AL A CABARTF I KT,

BAEGHIEF MK L, GPT-4 &£ MMLU (K#AEE %45 4355 72/ ). HellaSwag
(Fir A A). GSM-8K (# 5 MX) F454r E493 GPT-3.5 AR Z AT A A2 R, ¥

A RRALE BRI

_ . . o h < 3 ] ot o1 .
B3: GPT-4 & %M A LMK Loy &M% N K@t 5 B4: GPT-4 &G s 3 BRI B & AR R
Exam results (ordered by GPT 3.5 performance) GPT4 W
Estmated parcentio lower baund (amang les! akers) GPT4 (navisien) & GPT-4 GPT3.5 LM SOTA SOTA
Too%— - Evaluated Evaluated Best extemal LM Best extemal model (incl.
few-shot few-shot evaluated few-shot  benchmark-specific wning)
[ | MMLU [43] 86.4% 70.0% 70.7% 75.2%
80% — Multiple-choice questions in 57 S-shot S-shot S-shot U-PalLM [44] S-shot Flan-Pal M [45]
ubjects (professional & academic)
I HellaSwag [46] 95.3% 85.5% 84.2% 85.6
Commonsense reasoning around 10-shot 10-shot LLaMA (validation ALUM [47]
0% everyday events set) [28]
AI2 Reasoning 96.3% 85.2% 85.2% 86.5%
Challenge (ARC) [48]
0% - Grade-school multiple choice shot 25-shot S-shot Pal.M [49] ST-MOE[18]
science questions. Challenge-set.
WinoGrande [50] 87.5% 81.6% 85.1% 85.1%
Commonsense reasoning around S-shot 5-shot 5-shot PalM [3] 5-shot PalM (3]
20% - pronoun resolution
HumanEval [37] 67.0% 48.1% 26.2% 65.8%
Python coding tasks O-shot 0-shot O-shot PalM [3] CodeT + GPT-35 [51]
ov—N DROP [52] (FI score) 80.9 64.1 70.8 88.4
E\ % %6 7:; 7% %9,3 % i%%é ‘?; "’-% % i ':l',‘ %; 3% "E %; % '%' ‘é‘_’. 5% ‘?E 1 % ‘?; Reading comprehension & 3shot 3-shot 1-shot PaLM [3] QDGAT (53]
*5%°%%% 3% L% T3 8% % 32298 %%
%% B hog g% LA N T PRE0 AN % 2 GSM-SK [54] 92.0%" 57.1% 58.8% 87.3%
ei g%\ ‘é '% 3 z, E s’ % s Grade-school mathematics 5-shot 5-shot 8-shot Minerva [55] Chinchilla + SFT+ORM-RL,
s 3 'éé - N [ questions chain-of thought ORM reranking [56]
Exam %&
FAH kR : OpenAl {GPT-4 Technical Report), #f &1L % 4% 5 A #HA kK : OpenAl {GPT-4 Technical Report), #f B 1L &5 5 AT

43 GPT-3 YAZ ChatGPT & £ M5 FERHFZ &P A, GPT4 RAEHFMKL. 5
GPT-3.5 #atk, GPT4 AN L. $F. EEFEXEHFT T LEARNERNA ZFe95EH 5
A5 M. OpenAl ARAR AR LT IGE, £05 9 KAFAWARF EHIFENRX P,
GPT-4 #9#4 Z 8 GPT-3.5 FHRS T 1948 9 4.

BA5: GPT4 A4 RANEGEEEFAEH T @S TF

Internal Factual Eval by Category
Accuracy
chatgpt-v2
chatgpt-vd M
chatgpt-v4
gpt-4 W

leaming technology writing history

Category

H A &K : OpenAl {GPT-4 Technical Report), #f %1 &5 % Ff
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GPT-4 A TAXRMBLEAZSE, AL REFENE LT EAALKFFRELK
RHAREF. OpenAl £%, GPT4 FINT £ ZAXRBKBHATING, URAEAG T L
Mgt bk, BB, AFRARAESAA LR P GPT-4 £ a4 A (Base Model) #=3] A
RLHF #4494 % (RLHF model) #47ttk, #% £-735| A\ RLHF /& # GPT-4 ‘F3¥ 135 %
A T4.0%, A FINE 73.7%% & 0.3%, AR BE GPT-4 f£ 5 b X F ¢ R 23
HEERMBAL,

F6: GPT-4 A% RAEGEIE A L EM T @ty LF

Exam Base model RLHF model

LSAT (MCQ) 67.0 % T2.0%

SAT EBRW - Reading Portion 92.3 % 90.4 %

SAT EBRW - Writing Portion %09 % 84,1 %

SAT Math (MCQ) 91.4 % 86.2 %

Graduate Record Examination 57.5 % 67.5 %
{GRE) Quaniiiative

Graduate Record Examination 87.5 % 90.0 %

(GRE) Verbal

USNCO Local Section Exam 2022 51.7 % 63.3 %

AP An History (MCQ) 725 % 66.2 %

AP Biology (MCQ) 98.3 % 96.7 %

AP Calculus BC (MCQ) 667 % 57.8 %

AP Chemistry (MCQ) 58.3 % T1.7 %

AP English Language and 55.6 % 51.1 %
Composition (MCQ)

AP English Literature and 63.6 % 69.1 %
Composition (MCQ)

AP Environmental Science (MCQ) 725 % 675 %
AP Macroeconomics (MCQ) B33 % 76.7 %
AP Microeconomics (IMCQ) 9.0 % 76.7 %

AP Physics 2 (MCQ) 62.2 % 71.1 %
AP Psychology (MCQ) 98.0 % 96.0 %
AP Statistics (MCQ) 60.0 % 62.5 %
AP US Government (MCQ) R5.5 % 836 %
AP US History (MCQ) 89.1 % 87.3 %
AP World History (MCQ) 9.5 % 98.2 %
MKSAP Questions (MCQ) T7.9 % 74.7 %
AMC 10 B0 % 24.0 %
AMC 12 20,0 % 32.0 %
Introductory Sommelier (theory €0.5 % 922 %
knowledge)
Cenified Sommelier (theory 83.2 % B6.2 %
knowledge) -
Advanced Sommelier (theory T4.8 % 77.1 %
knowledge)
Average T3.7 % 74.0 %

KA &K : OpenAl {GPT-4 Technical Report), #f Bk & &F 50 AT

1.3 #7 Bing &4 /] GPT-4 &%, $BRSEYTHATMA LT

GPT-4 P K84, #Ir 2 RO REAEA B GPT-4 B A, GPT-4 1£© B/ A,
RERA . FBRAURRALAERFESFR G RERI, ELELEZHOHLMEfZ 58
ERSw. 3 A 15 8, el ERENKH G FFHE Yusuf Mehdi K AN T #7 Bing
(L R) &N ETET GPT-4, WmeLaBEMHREFA]. duolingo £ M & BUF B 4>k &7 5
GPT-4 HERKVASE A LG THRE,
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k1 BESN, BUFABE IAME Y GPT-4 ARk
b b /B /AU &R %% AT GPT-4 F I e
Duolingo EEHRE KR AAF BB T B E
Be My Eyes AL 7K 5 4 FohaARHNBEK,. AR E
Stripe BRI AT IR 5 Fa 0 b5 e E
JEAR A &k W% & BRI R GPT-4 4042k K 89 Fn ik
BRI #E A ARG 5 5 R
Kk & B LA FI A GPT-4 #f47 K EH &35 L

FATR B OpenAl'F M, # BiEHRAF AT

BAVIAH, GPT-4 RIATAERERBRAI ZRERBHUGERLRM, KRALEE
WA R R EXR, KA FM, AAF SREHEGRES, TREREREMES, £

S ATH AL B kAo A E

B7: AllJina 3%

Ak SREEAFERA B KT @

Single-modal Al

Before 2021

2022

Multimodal
2

Neural search

Future

Creative Al \’

Cross-modal

KA B : CSDN, #f B iEHAF AT

2 A&

1. AT AR KRR AR ;
2. Al B AL = 5o KA R BHH
3. BURTA A R A IS ;

4, T B R R A AT
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BEBFIFEAA

URE BB 6 ANA R, IEHRARM TR 300 5569k hg A4rk, & L4=TF:
1.3 N @ At F PR 300 453k L +20% A E;

238 o AT IPIR 300 5 EAAF10%~+20%:

3.0 Mo AR T PR 300 AR AN —10%~+10% Z K3 ;

408 #F : AT PR 300 AL —10% AT,

GRAE S ey

ARER G 6 NA W, ATk gEARx TP R 300 59Kk kg AARE, X4

LA ¥ o AT kA8 AR T 7K 300 483 R L +10% 4 L ;

200 M2 AT RAERARRT TR 300 45 R —10%~+10% A L

3& K ¢ ATkds R4t TP R 300 BH R —10% AT

EAVERAREEIR, TR BlIERAT AR B B 891 F R R 15 BOFRATE . RATR A A4 IR FR, R TR MTL
+,

H: BAFFEAREZTHIERG AT RETAIAGEREN, oS T F 8 MUARRLT 22X EOB R, HTH
TR ARATARSE 4290 P R AR i 2230

HBE P AR R e R T

AMERHBIERRDARAE] (LEEFEIESEAREQIERBR T EF LS T, BT FTIERT A Z39833000)
T, AME TR EHRBTEAAATERGD AT A, 12 FIEFBRA RS AL XFMA OLT RARCERN
8]7) s AT A A AR, B R TR RARAEATARIE, CRRIEAT O A 0912 B fe B N R R AT T £, KNG %
A B 6915 LA DU IR P A B AT AT L S
AREERANNOEPFELEZR. KA TEBBRAME ARERALARANGOEREF,

AR R AR 69 B B a9 S by, AAEMTREILT, ARE P13 8 AT £ K69 & 3 T AT A 89 %
TEL, AAHELLESFARETHELEATLREFTRIITE, FEREEFEE AMZRT A, MERAFFTFTR, 5t
RABRFAL A ARSI ERGG— B R, KNS B/RLXFEAR A TRAREAT EETE,

AN HAR AR I E L AL THRRASRFERRABIRAARE, RATRRGSH T ER kR B BAELEAREZL
BOENR— RO T G A/ 3 H M & RS K& LR G IRE A B E AT ML F. KNS aT >
FINE] . BEITAR AL L 530 1] T AL R M 5 AR T 69 LS U — B HRT R R

ARERB IV RNE T, AZEANNFELPRIEN, EAMMEIMATAUMEATH X L4, AF. B AREHL
HRIAND N R, BRAFIR, HARAREREREE, RS EAARERAAFRKLA B, FRTEDRIRS G,
AR BAAEE LR, #HARIREY, BYRieMERaGEFETE. AN RE & L8 R EETALRA,

# B IEHAT AT

LI HEHR% 729 SERHEHLERS | T 25 E
AAFHAE: T ARME AR 8 TS KRAE &4 E
FIHeak: JARAEINTAABR ] EEeakPo 33 E
LRI AL 200127

LA EIE: (8621)80108518

EHEEIEA: (8621)80106010

W IEF AT ST P . https://www.stocke.com.cn
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